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KONGU ENGINEERING COLLEGE l’)

(Autonomous) \
¥

DEPARTMENT OF INFORMATION TECHNOLOGY
Transform Yourseli

2 =\ PERUNDURAI, ERODE-638060, TAMIL NADU
'Estrdi%é{ :
Faculty Training Programme

on

Machine Learning and Deep Learning with Python

Participants /

First Name Last Designation Department | Mobile Email
Name
Kanimozhi Selvi | CS Program Coordinator Al IT 9842168224 | kanimozhi@kongu.ac.in
Professor
Kogilavani SV Associate Professor CSE 9486153223 | kogilavani@kongu.ac.in
Devi Priya R Associate Professor IT 7540087374 | rdevipriya@kongu.ac.in
Rajadevi R Assistant Professor (SLG) | IT 9865608899 | rajdevi@kongu.ac.in
_ogeswaran K Assistant Professor (Sr.G) IT 9698513850 | klogeswaran(@kongu.ac.in
Kalaivani KS Assistant Professor CSE 9443208794 | kalaivani@kongu.ac.in
Dharani MK Assistant Professor CSE 9865531188 | dharani.cse@kongu.ac.in
Adthithyaa N Assistant Professor IT 7845243520 | adhithyaa@kongu.ac.in
Jayasurya A S Assistant Professor CSE 9629444228 | jayasurya.cse@kongu.ac.in
Santhiya S Assistant Professor CSE 8610107642 | santhiyas@kongu.ac.in
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Machine Learning and Deep Learning with Python

KONGU ENGINEERING COLLEGL
(Autonomous)
DEPARTMENT OF INFORMATION TECHNOLOGY
PERUNDURAIL ERODE-638060, TAMIL NADU
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KONGU ENGINEERING COLLEGL
(Autonomous)
DEPARTMENT OF INFORMATION TECHNOLOGY
PERUNDURAI, ERODE-638060, TAMIL NADU
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Faculty Training Programme
on
Machine Learning and Deep Learning with Python
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KONGU ENGINEERING COLLEG.
(Autonomous)
DEPARTMENT OF INFORMATION TECHNOLOGY
PERUNDURAI, ERODE-638060, TAMIL NADU
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FDF' on Machine Lc'lrning :md Deep le.lrnmg, s with python

“This f'u:ulty dcvclopmcnl programme. (F DP) is. devotcd to: l‘undamcnlal thcory, recent

devclopmcnls nnd research outcomes addrcssmg the relatcd lhcoreucal and pracllcal aspccrs

- of Machine lcammg ulgonthms and Deep. lcarmng ﬂlgorl{hms with. python Machmc Learning

| describes nlgor:lhms for wmmg computer- programs that. automaucally improve. their
pcrf'orm'mcc w:lh experience. This workshop covcred the: basic- algorlthm that helpcd to build

fmd npply pl'CdlClIDH functions with:an emphas:s on practrcal appllcanons

- This FDP gave tcchmcally compelcnt in lho bﬂsms and the: fundamental concep 1S, of

achme Leamning such as:
o Underst'mdlng componcnls o[' a Maclnne leammg nlgor:lhm
o Applymg Mnch:nc Icammg tools to burld and evuluale prcdlclors
B Ilow Machmc Ionmmg uses. oomputer algorithms't to-search. for patterr
e How Deep leammg melhods are 1mplcmcnled using: pylhon

"The- soﬂware mdustry now-a- days movmg lowards machme mtelhgence Maohme '

Lcam:ng has’ become neccssary inevery. scctor as.a way of makmg m'lchmes lntelllgont Ina |
s;mpler way; Machme Learnmg is set ofalgor:thms ‘that parse
ve lcamed to make intelligent s decisions. The thmg about traditional Machine
.y rhay seem, they’'re still:machine like. They need |
nly: capabie of what they re desrgncd for; nothmg 1
ld that’s where dcep learnmg holds 1

apply what they
Leammg al gonthms is that as. complex as.they

lot of domain: e\pertlse, human intervention o
more, nothrng less. F orAI desrgners and the rest of the wor

a: bit more pron‘use | - . S
m subset of Machme Learmng that achreves gr

Practlcally, Deep Learning is a
ﬂembrht}' by I earning to represent the worldas: nested hlerarohy of conccpts, witheach concepl
deﬁned in reIann to. srmpler concepts and: more abstract: representatrons computed in terms

of less abstract ones. Elaborately, & deep learmng technique learn- eategones mcrementally
hrough it’s Jndden layer. arohllecture defi mng low-level categorres like letters first then httle
ugher level categories like words. and then hlgher level categories: like sentences. In the
xample: of i rmage recognition: it means identifying llght/dark areas before categorlzmg Imos |
nd'then shapes to-allow face. recogmtxon Eachinéuron-or node in the network represents one .
spect of the whole and together they provrde a full representatlon of the image. Each node or
ldden layeri is gwen a welght that represents the strength of its relatlonshlp with the ouiput"
1d as: the modeJ develops. the weights-are adjusted In thrs FDP 1mplementat10n of machine
ammg and deep lcammg using python has been laken Thls provrde more knowledge on

actlcal rmplementatron of deep leammg and machme leammg algorrthms

eal power 'md
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KONGU ENGINEERING COLLEGE, THOPPUPALAYAM,
PERUNDURAI, ERODE - 638 060
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KONGU ENGINEERING COLLEGE, PERUNDURATI - 638 060
DEPARTMENT OF INFORMATION TECHNOLOGY

SUBMITTED TO THE PRINCIPAL FOR APPROVAL

Ref No: KEC/ITR/2021-22/012

DATE: 06.01.2022

A Centre of Excellence in Data Science was approved by our management at our
institution. In this regard, Server (hardware) and software framework installation are completed
by TEG Global Infrastructures Private Limited, Coimbatore (Business partner of Nvidia). Now,

it is planned to canduc't_i\wg_tmining programme by the people from TEG Global for 32
faculty members of KEC on 10.01.2022 and 11.01.2022 at our college campus. This may kindly

be permitted.

Department wise Faculty Split-up Details:

Department Faculty Strength

CSE 12
IT 8
MSc 3
BSc 6
MCA 3

Total 32/

Encl: Training details
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Faculty Coordinator

(Dr.P.Suresh)
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Kongu Engineering College, Erode- 638060
Department of Information Technology
Centre of Excellence in Data Science

Training Programme

Date: 10,01.2022 and 11.01.2022
List of Participants
S.No Name of the Faculty Department
1 Shanthi N CSE
2 Rajalaxmi R R CSE
3 Mohana Saranya S CSE
4 Sagana C CSE
5 Sangeetha M CSE
6 Nivetha S K CSE
7 LathaR S CSE
8 Malliga S CSE
9 Geetha M CSE
10 Nirmala Devi K CSE
11 Krishnamoorthy N CSE
12 Suganthe R C CSE
13 Kousalya K CSE
22 Thamilselvan R MCA
23 Rahunathan L MCA
24 Nanthini K MCA
25 Jamunadevi C MSc
26 Malathi Eswaran MSc
2. Yuvarani P MSc
28 Natesan P BSc
29 Vishnu Priya V BSc
30 Sujitha S BSc
31 Kavitha M N BSc
32 Renukadevi N T BSc

F/gultyénc arge
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Training on Deep Learning

Day 1: Topic: Fundamentals of Deep Learning
Session 1:

Neural Networks and its Types

Choice of Neural Networks based on its Applications
Session 2:

Neural Networks, Parameters and Hyperparameter Tuning
Convolutional Neural Networks

Session 3:

Recurrent Neural Networks

Demo — Google Colab

Non coding platforms to develop DL models

Introduction to Python APls

Day 2: Topic: NVIDIA Certification on Fundamentals of Deep Learning (will be virtual lab hosted by
NVIDIA DLI Server)

Session 1:

Mechanics of Deep Learning

Session 2:

pre Trained Model and Recurrent Neural Networks
session 3:

project: Object Classification
=z e
HEAD

DEPT. OF INFQRMATION TECHNOL
CHOL OF COMM_AND COMPLUTER 5109
KONGU ENGINEERING COLLECE
THIPPUPALAYAM (PO)

2 PERUNDURAI (T, ERQOE - 638 030
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Kongu Engineering College, Erode- 638060
Department of Information Technology
Centre of Excellence in Data Science
Training Programme
Date: 10.01.2022 and 11.01.2022
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S.No Name of the Faculty Department Sl seln 2022
il | FN_| 0AN | “FN_ | nAN
1 Shanthi N CSE @LA/ %j %)( ;. W -
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| 6 [Nivethask cst [ (o R NP N1 e ra
7 LathaR S CSE (/ N C\?}'p (T?QV\T- @ZQ‘ i
8 Malliga S CSE \’\LX -Vk L% Q,J,‘?ﬁ ,Q/‘&‘/R
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FEED BACK FORM - STTP

Name of the Participant (Optional): D 7- C Per lin

ST-06
Rev 1
22-07-056

Course title Center of Excellence in Data Scienca Crammﬁ

Dates of the program (o[ (12022

Please rate the following parameters as per points given below.
10 - Excellent 8-Good 6-Average 4 - Below average
a) The overall rating of the course ly 8 6 4
b) Course delivery 10 8 6 4
¢) Communication 10, 8 6 4
d) Course material 10 s 8 6 4
e) Arrangements 10 / 8 6 4
f) Ability to clear doubts ' 10, 8 6 4
g) Practical sessions 10 8, 6 1
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1) Examination (if conducted) 10 E\S/ 6 4

Please also give your suggestion for improvement

Lo N {; ’1.«.;'.:_.2_
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Signature of the Participant
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Centre of Excellence in Data Science
(Getting Started with Deep Learning)

Data Science is an interdisciplinary field that involves the extraction of insights and knowledge from

data through the use of scientific methods, processes, algorithms, and systems. It combines statistics, machine

learning, computer science, and domain knowledge to analyze and interpret complex data sets. Data science

aims to gain insights and knowledge from data that can be used to make better decisions, develop new products
or services, and solve complex problems. Data scientists use a variety of tools and techniques, such as
statistical modeling, data mining, data visualization, and machine learning al gorithms, to analyze and interpret
data. Data science is used in a wide range of industries, including healthcare, finance, marketing, and sports.
Some common applications of data science include customer segmentation, fraud detection, predictive
maintenance, and recommendation systems. Data science is a rapidly evolving field, and data scientists are in
high demand due to the increasing availability of data and the need for organizations to make data-driven

decisions.

Deep learning is a subfield of machine learning that involves training artificial neural networks with
multiple layers to recognize patterns in data. These neural networks are inspired by the structure and function
of the human brain, and are designed to learn and make predictions from large datasets with high-dimensional
inputs. In deep learning, the layers of a neural network are connected through weights, which are adjusted
during training to minimize the error between the network’s predicted outputs and the actual outputs. The more
layers a neural network has, the deeper it is said to be. Deep neural networks can learn complex representations
of data. and are used in a wide range of applications, including computer vision, speech recognition, natural

language processing, and autonomous driving.

Deep neural networks consist of multiple layers of interconnected nodes, each building upon the
previous layer to refine and optimize the prediction or categorization. This progression of computations
through the network is called forward propagation. The input and output layers of a deep neural network are
called visible layers. The input layer is where the deep learning model ingests the data for processing, and the
output layer is where the final prediction or classification is made. Deep learning algorithms are incredibly
complex, and there are different types of neural networks to address specific problems or datasets, they are
Convolutional neural networks (CNNs), Recurrent neural networks (RNNs).
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‘~ 'KONGU ENGINEERING COLLEGE, THOPPUPALAYAM,
PERUNDURAI, ERODE - 638 060
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A—"E‘-‘l‘i‘ﬁbﬂ Value Added Course | IIPC Others :Centre ©f Ewx cellem cd
~alue Added Course | [IPC hers : cenin i
'\’\ £

. A 7 DATE: \q.0). Zo22_
D
€partment IT
e
Name of the Function / Event L Yeuning  Programme Jor Centre
s — . o C’;‘\; l‘-’r«cununa: o Dalmn ,\gta'eo(Q
Function In-charge ) 0 P
T -
mme | Date of Function / Event ‘ lo.ol.2o22 and .ol Z2e2 2
_“_—___
Date of proposal * &6.0l. 2022
Amount sanctioned R 2200/ -
Amount (A) Service Tax (B) | Total (A + B)
Amount Collected from z. = 2. - L S
Participants (if any) -
Receipt No. & Date —
Advance amount Received & .7 :
Date RN ——— Date: =
Total expenses 2720 (-
R Receipt No. | Receipt Date
‘i Balance amount Remitted 5 p E
Amount Claimed (if any) R 2720 [ —
0
Amount to KEC / IIPC L S Percentage (%}
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